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Abstract—Mobile Edge Computing (MEC) can augment the
capability of Internet of Things (IoT) mobile devices (MDs)
through offloading the computation-intensive tasks to their ad-
jacent servers. Synergistic computation offloading among MEC
servers is one possible solution to reduce the completion time of
system during peak hours. However, due to the large number of
servers and the long distance between base stations (BSs), synchro-
nizing the information of all servers takes a long time, which is not
applicable to the fluctuant environments. Meanwhile, each server
from different BSs is typically selfish and rational, and can only
obtain the imperfect information from its adjacent servers, which is
a challenge for computation offloading among servers from a global
perspective. This article proposes a game-based computation of-
floading scheme with imperfect information in multi-edge environ-
ments. First, a non-cooperative game with imperfect information
is designed to analyze the complex interactions during synergistic
computation offloading among MEC servers. Second, a Synergis-
tic Balancing Offloading Algorithm (SBOA) through distributed
decision-making manner to obtain the optimal offloading decision
is proposed, which guarantees that the game converges to a Nash
Equilibrium (NE) point. Extensive simulation results reveal the
fast convergence of SBOA. As the percentage of high-load servers
rises and the number of heavy tasks increases, SBOA performs
better than other benchmark algorithms in terms of timeliness,
effectiveness, and system completion time.

Index Terms—Internet of Things (IoT), mobile edge computing
(MEC), computation offloading, non-cooperative game, imperfect
information.
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I. INTRODUCTION

W ITH the rapid development of 5G mobile communi-
cation technology and Internet of Things (IoT), many

IoT applications, such as smart transportation, environment
monitoring, e-sport, e-health, etc., have emerged recently [1].
Computation-intensive tasks generated by these applications in
general require abundant computing resources to ensure the high
service performance [2], [3]. However, due to the limited battery
life and physical size constraint, IoT mobile devices (MDs) are
unable to provide sufficient computing resources for efficiently
task processing to meet the applications’ requirements for low-
latency and high-reliability services.

Mobile Cloud Computing (MCC) [4], [5] is considered as a
promising solution for address above problems. It suggests mov-
ing computation-intensive tasks from MDs to the cloud, which
can provide a large amount of computing resources to efficiently
handle these tasks. However, considerable transmission delay
will be incurred due to the geographically long distance between
the cloud and MDs, so the QoS requirements of latency-sensitive
applications cannot be always satisfied [6].

Mobile Edge Computing (MEC) [7], [8] is a novel com-
puting paradigm to relive the tension between the insufficient
computing resources of MDs and the high computing capacity
requirements of computation-intensive tasks. It provides a better
processing environment for the tasks of MDs by leveraging
the edge resources. A MD can offload its tasks to the MEC
server via wireless link (e.g., 5G or WiFi) between it and the
MEC-enabled base station (BS) [9]. The MEC server offers
much more computing capacity than the MD and are closer
to the MD than the cloud, so it can obtain a high-quality and
low-latency computing service for the computation-intensive
tasks, resulting in more efficient task processing with lower
transmission latency.

Due to the limited computing resources in a MEC-enabled BS,
a large number of tasks offloaded to the BS from the MDs within
its coverage cannot be processed in time during peak hours,
which ultimately leads to system overload. The task processing
performance of an overloaded MEC-enabled BS is severely
degraded, and the user experience is further deteriorated. To
mitigate this problem, most existing methods attempt to reduce
the load on the BS by queuing, postponing, or rejecting the
offloading requests from the covered MDs, resulting in impaired
functionality of the corresponding applications.

To address this problem, one possible solution is to effectively
balance the system load by migrating the high-load BS’s tasks
to its connected BSs to improve the system performance [10].
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However, the decentralized locations of BSs and the limited
resources of each MEC server make achieving load balancing
among different BSs a difficult mission. Some research works fo-
cus on synergistic computation offloading among MEC servers
through centralized decision-making methods [11], [12], [13],
[14]. They usually employ heuristic-based searching strategies
to find a suitable load balancing scheme. These strategies typi-
cally require a significant amount of searching time to reach a
converged optimized solution, which is difficult to meet the real-
time service requirements of most IoT applications. Besides,
there are only a few works focusing on synergistic computation
offloading through distributed decision-making methods [15],
[16], [17], [18], which are less time-consuming to search a
feasible solution. However, they typically make the offload-
ing decisions according to all MEC servers’ perfect informa-
tion [19], which increases the offloading solution space. The
larger solution space raises the likelihood to fall into poorer
local optimal solutions, leading to a worse performance of the
synergistic computation offloading in multi-edge environments.

The above works have a good inspiration for the synergistic
computation offloading with imperfect information in multi-
edge environments considering the partial offloading mode.
However, they suffer from the following limitations.
� MEC servers from different BSs are typically selfish and

rational, and each server has its specific goal. It is difficult
to fully account for the individual benefits of each MEC
server during computation offloading, which is detrimental
to the optimization of overall system performance. Existing
strategies mostly optimize the system performance from
a global perspective, which are not suitable for the com-
putation offloading among servers considering individual
rationality.

� Existing works mostly make synergistic offloading deci-
sions among servers through centralized methods, which
require a lot of time to find the optimized solution and
cannot be directly applied to the situations where the task
load changes dynamically.

� Distributed decision-making methods with perfect infor-
mation may fall into poorer local optimal solutions due to
the large decision space, resulting in a worse performance
of the obtained synergistic computation offloading scheme.

Motivated by the limitations of the existing literature, the main
contributions of this article include:
� The synergistic computation offloading among MEC

servers with equal status is modeled as a non-cooperative
game with imperfect information, where servers make
selfish and rational decisions according to the imperfect
information about their adjacent servers. The game is then
mathematically analyzed to prove that the Nash Equilib-
rium (NE) point can be obtained.

� A Synergistic Balancing Offloading Algorithm (SBOA)
through distributed decision-making manner is proposed
to obtain the optimal offloading strategy with a NE for all
MEC servers in multi-edge environments. SBOA generates
the optimal offloading vector for each server with convex
optimization theory.

� Extensive experiments are conducted to evaluate the per-
formance of SBOA. Simulation results show the SBOA

has little execution time overhead and can quickly con-
verge to the optimal load-balancing solution in multi-edge
environment. In large-scale scenario, the results obtained
by SBOA for the synergistic computation offloading are
better than that of LC, IPA, DRL, and PSOGA by 15.2%,
3.4%, 4.2%, and 3.0%, respectively, in terms of system
completion time.

The rest of this article is organized as follows. The related
work is reviewed in Section II. Section III displays our prob-
lem formulation. Section IV discusses the construction of a
non-cooperative game with imperfect information, and proves
the existence of NE point for the game. Section V shows a
detailed analysis for our proposed SBOA. Section VI conducts
simulation evaluation and analysis. Finally, the work of this
article is outlined in Section VII.

II. RELATED WORK

In this section, we briefly review the research on computation
offloading between IoT devices and MEC servers, synergistic
offloading among MEC servers, distributed offloading between
servers with perfect information, and computation offloading
between servers with imperfect information.

Many research efforts have been launched to computation
offloading between IoT devices and MEC servers. IoT devices
can effectively improve their performance by offloading tasks to
MEC servers. Chen et al. [20] designed an efficient three-step
scheme consisting of alternating optimization, sequential tuning,
and semi-definite relaxation, which aimed to jointly optimize
the offloading decisions of IoT devices’ tasks as well as the
resource allocation of servers’ computation and communication
in mobile cloud, to reduce the overall cost of computation, delay,
and energy for IoT devices. Lu and Zhang [21] addressed a
computation offloading problem for partitionable applications
in dense networks. They jointly optimized the computation and
radio resources, and aimed to minimize the task completion
time. Extensive simulation results had showed the proposed
mechanism performed better than the centralized optimal so-
lution. Zhou et al. [22] investigated a UAV-aided computation
offloading problem in MEC networks. They modeled the in-
teraction among the edge service provider (ESP) and mobile
users (MUs) through the Stackelberg game, and employed the
backward induction approach to analyze it to maximize the
utility of the ESP. The extensive evaluation results demonstrated
the effectiveness of the proposed algorithm compared with
other benchmark methods. Liu et al. [23] presented a flexible
partial offloading strategy to adaptively meet each user’s specific
requirement regarding energy consumption and delay. They
considered the practical variations in the user request patterns,
and proposed an iterative algorithm to minimize the overheads
subject to power constraints, task workload, and tolerable delay.
Zhu et al. [24] proposed a deep reinforcement learning-based
edge computing offloading algorithm for software-defined IoT.
This algorithm could effectively reduce energy consumption and
task completion time compared with other classical methods.
Chen et al. [25] designed an energy efficient task offloading
algorithm for digital twin-empowered MEC via deep reinforce-
ment learning, to improve energy efficiency and balance the
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workload. The above methods reduce the server load through
queuing, postponement, or rejection schemes when receiving
too many tasks, which will sacrifice the quality of experience
for IoT devices.

To address above issues, some studies have focused on syn-
ergistic offloading among multiple MEC servers to achieve load
balancing. These solutions can reduce the response latency of
high-load MEC servers, and improve the user experience of IoT
devices, through fully utilizing the arithmetic power of servers.
Diamanti et al. [26] investigated the application of the RSMA
technique to facilitate the users’ concurrent offloading to multi-
ple servers in a multi-server MEC system. Yi et al. [27] studied
a long-term workload management problem for multi-server
edge computing with server collaboration, and considered both
competitions and collaborations among strategic edge servers
in sharing their computing capacities. They presented a novel
cooperative queueing game approach, which outperformed other
counterparts. Yang et al. [28] presented the differential evolution
(DE) based multi-UAV deployment scheme to balance the load
for UAVs. The experimental results revealed that the superiority
and feasibility of the proposed scheme. Wan et al. [29] designed
an energy-aware load balancing and scheduling scheme based on
fog computing in smart factory. Simulation results showed that
the method performed optimal load balancing and scheduling for
the mixing work robots. Lin et al. [30] proposed a self-adaptive
discrete particle swarm optimization algorithm with genetic
algorithm operators to optimize the data transmission time
among servers. The above studies mainly employ centralized
approaches to obtain the load balancing solution among servers,
which may cost much time and is not suitable for scenarios with
fluctuating loads.

Distributed algorithms [31] can alleviate the above prob-
lems by giving equal decision-making power to MEC servers,
which effectively reduces the time taken to obtain solutions.
However, there is non-cooperative competition among servers,
which makes the offloading problem more complicated. Liu
et al. [15] formulated the multi-server load balancing problem
into a non-cooperative game, and designed an iterative proximal
algorithm (IPA) to reduce the response time of all servers.
Simulation results revealed that the IPA converged quickly to a
NE point and performed better than other benchmark algorithms.
Fan et al. [16] presented a game-based multitype task offloading
strategy among MEC-enabled BSs. They formulated the task
offloading with different types (indicated by delay tolerance,
data size, and computation amount) into a non-cooperative
game, and proposed a distributed iterative algorithm to balance
the delays of all tasks from each MEC-BS. Xu et al. [18] intro-
duced a distributed algorithm with polynomial time to address
the distributed assignment with load balancing for deep neural
networks (DNN) inference at the edge. Extensive simulations
showed the solution could improve upon the state-of-the-art in
terms of load balance, inference time, and convergence. In these
studies, MEC servers need to know perfect information about
other all servers before they make the computation offloading
decisions. However, these distributed algorithms with perfect
information may fall into poorer local optimal solutions due to
the large decision space.

Compared to the perfect information-based approaches, the
core challenge encountered by imperfect information-based
approaches is how to optimize the algorithms to ensure the
system performance under information-constrained conditions,
in order to minimize the performance degradation caused by
imperfect information. Hu et al. [32] addressed the hetero-
geneous task offloading with imperfect information in a dis-
tributed edge computing system. They formulated this problem
as a multi-player minority game (MG), and proposed an MG
based scheme to reduce the task processing time. They proved
that the proposed algorithm could converge to a near-optimal
point, and its superior performance. Wang et al. [33] designed
an incomplete information based two-tier game (IITG) model
to realize collaborative computing at the edge of emergency
communication networks. They also proposed a near-optimal
IITG algorithm (N-IITG) to seek the unique Bayesian Nash
equilibrium, which incentivized idle computing devices to share
computation resources. Extensive simulations showed N-IITG
has better performance compared with other classical methods.
The above methods mainly adopts the master-slave architecture
for the deployment of computation offloading policies (i.e., the
master node is responsible for the formulation and allocation
of computation offloading policies, and the slave nodes carry
out computation offloading according to the policies formulated
by the master node). This system architecture has limitations
in terms of system reliability and fault tolerance. Once the
master node fails or malfunctions, the system loses the ability
to formulate computation offloading policies, resulting in the
inability of the slave nodes to perform effective load balancing.

Table I has compared some related work with our work.
We categorize the computation offloading strategies in seven
dimensions: Environment, Surrounding perception, Interaction,
Offloading mode, Execution manner, Object and Method. The
environment includes device-edge, multi-edge, and device-
edge-cloud scenarios. The surrounding perception are divided
into perfect information and imperfect information. The inter-
actions among servers are divided into cooperative and non-
cooperative games. The offloading modes contain full offload-
ing and partial offloading. The execution manners are mainly
divided into centralized manner and distributed manner, where
the decision maker is device or edge. The most common op-
timization objectives are cost and time. Finally, we classify
the offloading strategies into heuristics, mathematical program-
ming, machine learning and game. Despite the aforementioned
prominent developments in recent years, a considerable open
issue remains on computation offloading in multi-edge environ-
ments: Synergistic computation offloading through distributed
decision-making manner among MEC servers with imperfect in-
formation. Inspired by above observations, this article proposes
a game-based computation offloading scheme in imperfect-
information multi-edge environments.

III. PROBLEM FORMULATION

The main symbols involved in this paper are shown in Table II.
In this section, we formulate the problem of synergistic com-

putation offloading in multi-edge environments. As shown in
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TABLE I
COMPARISON OF OUR WORK WITH RELATED WORK

TABLE II
SYMBOLS AND DEFINITIONS

Fig. 1, we consider a scenario consisting of multiple BSs, each
of which is equipped with a MEC server. These MEC servers
with equal status have different computational capabilities, and
provide computation offloading services for the IoT MDs cov-
ered by the corresponding BS. IoT MDs can offload their tasks to
BSs for auxiliary computing, thus improving the task processing
performance.

There are n MEC servers in the multi-edge environments,
E = {e1, e2, . . ., en}, where ei denotes the ith server. fi is

Fig. 1. Framework of synergistic computation offloading in multi-edge
environments.

ei’s service rate, which represents the task volume that can
be processed by server ei per time unit. Each MEC server is
interconnected with its adjacent servers via wired fiber con-
nections, which provide bi-directional data transmission with
the same bandwidth. Too many information interactions among
servers can lead to a large number of offloading options for each
server, increasing the offloading solution space and the risk of
falling into poor local optimal solutions for the final offloading
strategy [34]. Therefore, the information sharing among MEC
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servers is restricted in our model. Specially, each MEC server
only has access to the information of its adjacent servers (i.e.,
imperfect information), instead of the information of all servers
(i.e., perfect information) in the multi-edge environments.

The transmission time per unit of task volume between MEC
servers [35] is defined as

D =

⎡
⎢⎣
d1,1 · · · d1,n

...
. . .

...
dn,1 · · · dn,n

⎤
⎥⎦ , (1)

where di,j denotes the time it takes for server ei to offload the
unit task volume to server ej . Note that di,j = dj,i, and di,j = 0
when i = j. If server ei and server ej are not adjacent servers,
di,j = +∞. In addition, the feasible server vector of server ei,
Ai= {ej |di,j �= +∞}, denotes all servers that can perform the
tasks on server ei (i.e., ei’s adjacent servers as well as its own).

The average task arrival rate of server ei is defined as λi, which
represents the task volume offloaded from IoT MDs to server ei
per time unit. Tasks can be performed locally or remotely on
adjacent servers through computation offloading. We assume
that each MEC server can arbitrarily partition the tasks from
IoT MDs and schedule them to other adjacent servers [36]. si is
the aggregation task arrival rate of server ei, which contains the
arrival tasks executed by ei itself as well as the tasks offloaded to
it by other adjacent servers per time unit. The offloading strategy
for all MEC servers is defined as

X =

⎡
⎢⎣
X1

...
Xn

⎤
⎥⎦ =

⎡
⎢⎣
x1,1 · · · x1,n

...
. . .

...
xn,1 · · · xn,n

⎤
⎥⎦ , (2)

where Xi is the offloading vector of server ei, which represent
ei’s balancing offloading plan. Note that a MEC server can only
offload its own arrival tasks, and cannot schedule tasks offloaded
from other servers. xi,j denotes the task volume offloaded from
server ei to server ej per time unit. When i = j, xi,j represents
ei’s arrival task volume performed by server ei itself per time
unit. Specially, xi,j = 0 if ej /∈ Ai.

In our work, the process queue on MEC servers regards as
an M/M/1 queue model [37]. Before synergistic computation
offloading, all arriving tasks on servers are executed locally and
the load on each server is equal to its amount of arriving tasks
(i.e., si = λi). Therefore, the average completion time tloci of all
arriving tasks on ei before balancing offloading is represented
as

tloci =
1

λi

[
si

fi · (fi − si)
+

si
fi

]
. (3)

After synergistic computation offloading, the tasks on server
ei include the arrival tasks executed by ei itself as well as
the tasks offloaded to it by other adjacent servers (i.e., si =
xi,i +

∑n
j=1,j �=i xj,i). In addition, the computation offloading

between MEC servers incurs additional communication over-
heads. Therefore, the average completion time toffi,j of tasks
offloaded from server ei to server ej can be expressed as

toffi,j =
1

λi

[
sj

fj · (fj − sj)
+

xi,j

fj
+ xi,j · di,j

]
, (4)

toff
i

=
∑

ej∈Oi

toffi,j , (5)

where Oi ⊆ Ai is the ei’s offloading server vector, and ej ∈ Oi

means that ei must has tasks to offload to ej . toffi is the average
completion time of ei after balancing offloading.

Our goal is to minimize each server’s average completion
time after synergistic computation offloading in multi-edge en-
vironments. Therefore, the disutility function of server ei in our
imperfect-information model is defined as

Qi=
1

λi

⎧⎨
⎩

∑
ej∈Oi

[
sj

fj · (fj − sj)
+

xi,j

fj

]
+

∑
ej∈Oi

xi,j · di,j

⎫⎬
⎭ .

(6)

The goal of each server ei in the multi-edge environments is to
dynamically offload the tasks, according to the current network
state and the adjacent servers’ offloading decisions X−i, to find
the optimal offloading decision that minimizes the disutility
function of the server ei itself. Therefore, the corresponding
optimization problem of server ei can be defined as (7).

Minimize Qi (Xi,X−i)

s.t. C1 : xi,j ≥ 0

C2 :

n∑
j=1

xi,j = λi

C3 :
n∑

i=1

xi,j < fj , (7)

where the third constraint C3 ensures that the offloaded task
volume to server ej per unit time should be less than its service
rate.

Each server should have incentives for computation offload-
ing [38], and the designed reward scheme Ri for server ei is
defined as

Ri = −Qi, (8)

where the process of reducing disutility (i.e., reducing com-
pletion time) for each server essentially constitutes rationality
incentives for servers in our work.

IV. GAME FORMULATION AND PROOF

In this section, we first construct a non-cooperative game
with imperfect information to achieve the efficient balancing
offloading strategies among MEC servers, and then prove the
existence of NE point for the game.

A. Game Formulation

It is usually categorized into cooperative and non-cooperative
games according to the relationship between the players in
the game theory [39]. The difference between cooperative and
non-cooperative games is whether the players form a binding
coalition or not, which will affect the players’ decisions. Specif-
ically, the cooperative game takes full account of the fair position
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among the players, whereas players in the non-cooperative game
are selfish and they prioritize maximizing their own benefits.

In addition, it is also categorized into perfect-information
and imperfect-information games depending on the degree of
information sharing among the players [40]. In the perfect-
information game, each player has perfect information about
other players’ characteristics, benefit functions, and strategy
sets, whereas each player does not have such perfect information
in the imperfect-information game.

In multi-edge environments, each MEC server is regarded as
a player in a game, whose goal is to make an optimal offloading
strategy to reduce the average completion time of its arriving
tasks. Server ei’s average completion time is not only dependent
on its own offloading strategy, but also influenced by other
servers’ offloading strategies. This is because server ei can
execute its tasks locally, or offload them to its adjacent servers,
and also has to execute the tasks offloaded from its adjacent
servers.

In the game, each MEC server is selfish and tries to optimize
their goals (i.e., minimizing the disutility function) according
to the local information of its adjacent servers. Therefore, we
define this problem as a non-cooperative game with imperfect-
information, where the players (i.e., servers) have fair positions.
The game consists of a set of players, a set of strategies, and a
set of disutility functions, which is expressed as (9).

G =< E, {Xi}ei∈E , {Qi}ei∈E >, (9)

where E is the set of n MEC servers (i.e., players), Xi is the
server ei’s offloading vector (i.e., strategy set), and Qi is the
server ei’s disutility function.

In game theory, Nash Equilibrium (NE) is employed as an
important condition to measure the stability of a system. In our
work, the definition of the NE point is described below.

Definition 1 (NE point): The NE point of the game G is
an achievable offloading strategy X∗ = {X∗

1, . . . ,X
∗
n} for all

MEC servers, where any server’s strategy {X∗
i}ei∈E ⊆X∗

satisfies the following conditions.

Qi

(
X∗

i ,X
∗
−i
) ≤ Qi

(
X ′

i,X
∗
−i
)
, (10)

where {X ′
i}ei∈E is an arbitrary strategy of the server ei, and

X∗
−i = {X∗

1, . . . ,X
∗
i−1,X

∗
i+1, . . . ,X

∗
n}.

According to Definition 1, no player can reduce its disutility
by unilaterally changing its strategy when the system is at NE
point, so no player has an incentive to deviate from the NE point.

B. Existence of NE Point

The game is transformed into variational inequalities [39], and
then the existence of NE point for the synergistic computation
offloading in multi-edge environments will be proven.

Theorem 1: For each MEC server ei, its offloading vector Xi

(i.e., strategy set) is closed and convex, and its disutility function
Qi is continuously differentiable.

Proof: In our system, each server ei’s offloading vector
Xi satisfies constraints C1− C3 in (7), where {Xi|∀xi,j ∈
[0, λi]}. According to the definition of a closed convex set [23],

it is obvious that the offloading vector Xi (i.e., strategy set) is
closed and convex.

For the latter half, we should prove the derivative function’s
continuity of the disutility functionQi. SinceQi is a multivariate
nonlinear function, the gradient q is defined as (11), which rep-
resents the combination of partial derivatives in each direction
for Qi.

q (Xi,X−i)
Δ
=(qi (Xi,X−i))ni=1=(∇Xi

Qi (Xi,X−i))ni=1,
(11)

where the expression of qi(Xi,X−i) is described as (12) based
on the definition of the gradient [41]. In addition, q(Xi) =
q(Xi,X−i) and qi(Xi) = qi(Xi,X−i).

qi (Xi,X−i) = ∇Xi
Qi (Xi,X−i)

=

(
∂Qi

∂xi,1
, . . .,

∂Qi

∂xi,n

)
. (12)

Then, server ei’s disutility function Qi can be rewritten as
(13).

Qi =
1

λi

⎧⎨
⎩

∑
ej∈Oi

[
sj

fj · (fj − sj)
+

xi,j

fj

]
+

∑
ej∈Oi

xi,j · di,j

⎫⎬
⎭

=
1

λi

⎧⎨
⎩

∑
ej∈Oi

[
1

fj − sj
− 1

fj
+
xi,j

fj

]
+

∑
ej∈Oi

xi,j · di,j

⎫⎬
⎭ .

(13)

The partial derivative of Qi with respect to xi,j is

∂Qi

∂xi,j
=

⎧⎨
⎩

1
λi

(
1

(fj−sj)2+
1
fj
+di,j

)
, if i �= j

1
λi

(
1

(fj−sj)2 + 1
fj

)
, else

. (14)

Since the partial derivatives of Qi exist and are continuous,
it is obtained that the disutility function Qi is continuously
differentiable.

Theorem 2: The disutility function of MEC server ei is
convex when other servers no longer change their offloading
strategies.

Proof: According to the definition of a convex function [42],
the disutility function Qi is convex if its Hessian matrix H(Qi)
is positive definite.

H(Qi) =

⎡
⎢⎢⎣

∂2Qi(Xi,X−i)
∂2xi,1

· · · ∂2Qi(Xi,X−i)
∂xi,1∂xi,n

...
. . .

...
∂2Qi(Xi,X−i)

∂xi,n∂xi,1
· · · ∂2Qi(Xi,X−i)

∂2xi,n

⎤
⎥⎥⎦ , (15)

∂2Qi (Xi,X−i)
∂xi,j∂xi,k

=

{
2

(fj−sj)3 , if i = j = k

0 , else
. (16)

When other servers no longer change their offloading strate-
gies, the Hessian matrix H(Qi) of server ei’s disutility function
Qi is a diagonal matrix with diagonal elements of 2

(fj−sj)3 . In our

system, all MEC servers should satisfy the third constraintC3 in
(7), which means that fj − sj > 0. Accordingly, 2

(fj−sj)3 > 0
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and the Hessian matrix H(Qi) is positive definite. Therefore,
the disutility function of MEC server ei is convex when other
servers no longer change their offloading strategies, according
to the definition of a convex function.

Theorem 3: If Xi is a nonempty closed convex set and Qi

is a continuously differentiable convex function, then solving
the game G =< E, {Xi}ei∈E , {Qi}ei∈E > is equivalent to
finding a solution to the variational inequality VI(X, q).

Proof: Obviously, Xi is a nonempty set. According to the
proofs for Theorems 1 and 2, Xi is a nonempty closed convex
set and Qi is a continuously differentiable convex function
for our game. Scutari et al. [43] have discussed the intrinsic
relationship between game theory and variational inequalities.
According to the analysis results, if the first part in Theorem 3
holds, solving the game G =< E, {Xi}ei∈E , {Qi}ei∈E > is
equivalent to finding a solution to the variational inequality
VI(X, q). Therefore, Theorem 3 holds for our game.

Theorem 4: The gradient q in VI(X, q) is strictly monotone.
Proof: If the conditions in (17) are satisfied, gradient q is

strictly monotone.

(X−X∗)T · (q (X)− q (X∗))

= (X1 −X∗
1, . . .,Xn −X∗

n)
T ·

(q1(X1)− q1(X
∗
1), . . ., qn(Xn)− qn(X

∗
n)) ≥ 0, (17)

which is equivalent to (18).

n∑
i=1

(Xi−Xi
∗)T · (qi (Xi)− qi (Xi

∗)) ≥ 0. (18)

For ∀i ∈ n, if

(Xi−Xi
∗)T · (qi (Xi)− qi (Xi

∗)) ≥ 0, (19)

then (18) holds.
If the Jacobian matrixJqi(Xi) for qi is positive definite, then

(19) holds. Eqution (20) is obtained according to the definition
of the Jacobian matrix [44].

Jqi (Xi) = (∇2
XiXi

·Qi(Xi)) = H(Qi). (20)

Theorem 2 has proved that the Hessian matrix H(Qi) is
positive definite, so the Jacobian matrix Jqi(Xi) for qi is also
positive definite. Therefore, the gradientq inVI(X, q) is strictly
monotone.

According to the analysis results [39], if the gradient q is
strictly monotone, there is at least one NE point for the game.
In summary, we prove the existence of NE point for our game.

V. OUR PROPOSED SBOA

In the non-cooperative game with imperfect information for
synergistic computation offloading in multi-edge environments,
the players are self-interested and their status during com-
putation offloading is equal. They make offloading decisions
independently according to the imperfect information from their
adjacent servers. They only focus on optimizing their own goals
and do not take into account the impact of their own strategy
changes on other players. Due to the existence of NE point for

Algorithm 1: Synergistic Balancing Offloading Algorithm
(SBOA).

Input: fi, λi,D,Ai.
Output: X∗.
1: Initialization:X(0) ← diag({λi}ni=1), k ← 0;
2: Each server broadcasts its load information to the

adjacent servers;
3: while true do
4: k ← k + 1;
5: foreach ei ∈ E do
6: Obtain O∗i through Algorithm 2;
7: Based on variables O∗i , fi, λi,D and X−i, using

CVX to obtain X
(k)
i , where

X
(k)
i = argmin{Qi(Xi,X−i)};

8: end
9: if X(k) = X(k−1) then
10: break;
11: end
12: end
13: X∗ ←X(k);
14: return X∗;

our game, we minimize the disutility function of each player to
obtain its optimal offloading vector iteratively.

A Synergistic Balancing Offloading Algorithm (SBOA) is
proposed to obtain the optimal offloading strategy with a NE for
all MEC servers. The algorithm is executed in a distributed man-
ner on all MEC servers in turn, which tries to generate the optimal
offloading vector for each server. It adopts the distributed archi-
tecture for the deployment of computation offloading policies,
which could avoid the potential threat of single-point-of-failure
to the stability and performance of the entire system. The pseu-
docode of SBOA is described as Algorithm 1. In the beginning,
each server’s offloading vector is equal to its amount of arriving
tasks (i.e., computing locally), and the number of current itera-
tion is initialized to 0 (line 1). Then, each MEC server broadcasts
its load information to their adjacent servers (line 2). In each
iteration, each server ei obtains its optimal offloading server
vectorO∗i through Algorithm 2, and utilizes the CVX toolkit [45]
to obtain its optimal offloading vector X(k)

i in current iteration,

where X
(k)
i = argmin{Qi(Xi,X−i)} (lines 4-8). This pro-

cess uses a convex optimization method, which belongs to the
mathematical optimization [46]. After all MEC servers obtain
their optimal offloading vectors, a new iteration begins until all
servers’ offloading vectors are fixed. If all servers’ offloading
vectors in current iteration are consistent with those of the
previous iteration, the algorithm reaches a NE point and exits
the iteration (lines 9-11). Finally, X(k) is assigned to X∗ as the
offloading strategy with a NE for all MEC servers (line 13).

A MEC server may not offload tasks to every adjacent server
with an available offloading policy. It should have a suitable
offloading server vector Oi to better optimize its disutility
function based on its imperfect information. An Adaptive Se-
lection Algorithm (ASA) is proposed to obtain server ei’s op-
timal offloading server vector O∗i . The pseudocode of ASA
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Algorithm 2: Adaptive Selection Algorithm (ASA).

Input: fi, λi,D, {X−i}e−i∈Ai
,Ai

Output: O∗i
1: Initialization: m← |Ai|,W ← ∅;
2: Generate B = {b1, b2, . . ., b2m−1} according to Ai,

where bk = [0, . . ., 1]m;
3: foreach bk ∈ B do
4: Ō

k
i ← ∅;

5: foreach bk[r] do
6: if bk[r] = 1 then
7: Ō

k
i ∪ {Air};

8: end
9: end
10: Based on variables fi, λi,D, {X−i}e−i∈Ai

and Ō
k
i ,

using CVX to obtain Qk
i , where

Qk
i = min{Qi(Xi,X−i)};

11: W ∪ {(Ōk
i , Q

k
i )};

12: end
13: O∗i ← Ō

argmink{Qk
i |(Ō

k
i ,Q

k
i )∈W

i ;
14: return O∗i ;

is shown in Algorithm 2. In the beginning, the value of m is
initialized to the number of ei’s adjacent servers (i.e., |Ai|),
and the pending set W is set to be empty (line 1). Then, the
set B = {b1, b2, . . ., b2m−1} is constructed, and it consists of
2m − 1 different 0/1 combinations bk = [0, . . ., 1]m of length
m (i.e., full-coverage combinations without [0, . . ., 0, 0]m) (line
2). Each bit of bk corresponds to whether the server at the same
location of Ai is selected or not, where 1 means the server is
selected and 0 means the opposite. Next, It iterates through the
elements in B one by one. For bk, each bit of which is checked.
If the value is 1 at a position of bk, the server corresponding to
that position is added to Ō

k
i (lines 4-9). The CVX toolkit [45]

is utilized to obtain the minimum of the disutility function Qk
i ,

where Qk
i = min{Qi(Xi,X−i)} (line 10). This process uses a

convex optimization method, which belongs to the mathematical
optimization [46]. The couple (Ō

k
i , Q

k
i ) in current iteration k is

added to W (line 11). After scanning all combinations of B, it
selects the Ō

k
i corresponding to the minimum Qk

i in the couples
ofW , and assigns it toO∗i . This process utilizes a greedy strategy
to obtain the minimum Qk

i , which belongs to the heuristics [47].
The time complexity of the above algorithms is discussed

as follows. ASA (i.e., Algorithm 2) is part of SBOA (i.e., Algo-
rithm 1). In Algorithm 2, the time complexity of the initialization
process (line 1) is O(1), and the generation of the set B with
2m − 1 different combinations (line 2) is O(2m ·m). In each

for process (lines 3-12), the time complexity of constructing Ō
k
i

(lines 4-9) is O(m). Supposing the time complexity of solving
the problem of obtaining the minimum of the disutility function
Qk

i with CVX toolkit (line 10) is O(σ). Accordingly, the time
complexity of the for process is O(2m · (m+ σ)). Finally, the

selection process of the Ō
k
i corresponding to the minimum Qk

i

in the couples of W (line 13) is O(2m − 1). Therefore, the time

complexity of ASA is O(1 + 2m ·m+ 2m · (m+ σ) + 2m −
1), which can be simplified to O(2m · (m+ σ)).

In Algorithm 1, the time complexity of the initialization
process for X and k (line 1) is O(n2 + 1), and the broadcast op-
eration in parallel for each MEC server (line 2) is O(m). In each
iteration, the time complexity of obtaining the optimal offload-
ing server O∗i for each server in parallel through Algorithm 2
(line 6) is O(2m · (m+ σ)). Supposing the time complexity of
obtaining the optimal offloading vector X(k)

i with CVX toolkit
(line 7) is O(ξ), and the maximum number of iterations is L.
Accordingly, the time complexity of the iteration process (lines
3-12) isO(L · (2m · (m+ σ) + ξ)). Therefore, time complexity
of SBOA is O(L · (2m · (m+ σ) + ξ) + n2 +m+ 1), which
can be simplified to O(L · (2m · (m+ σ) + ξ) + n2).

VI. PERFORMANCE ANALYSIS

Massive experiments are conducted in this section to evaluate
the performance of our proposed algorithm (i.e., SBOA). In par-
ticular, the following Research Questions (RQs) are discussed
with the experimental evaluations.

RQ1: Can our proposed algorithm efficiently converge to a
NE point, and reduce the average completion time of system?
(Section VI-C)

RQ2: Is SBOA better than other benchmark algorithms in
terms of reducing the average completion time of system after
balancing offloading? (Section VI-D)

RQ3: Do different volumes of arriving tasks have an impact
on the performance of SBOA? (Section VI-E)

A. Basic Experimental Setup

All simulation experiments are run on the Win11 64-bit
operating system with an Intel(R) Core(TM) i5-10500 CPU at
3.10 GHz and 8 GB RAM. Both the proposed SBOA and other
algorithms are implemented based on Python 3.10.

We build a multi-edge environment with the dataset of MEC
server distribution with latitude and longitude information in
Shanghai [48], [49], [50]. There are three different scale of MEC
servers in our experiments, where n = {15, 30, 45}. Figs. 2(a),
(b) and (c) display the actual location distribution of MEC
servers with different scales (i.e., small, medium and large scale),
respectively. The system model are constructed with Pandas
1.3 and Numpy 1.20, and CVXPY 1.2 and its solver CPLEX
are used to solve the convex functions. In each scenario, the
average task arrival rate λi and the service rate fi follow the
normal distribution N(10, 4) and N(15, 6), respectively [30].
According to the distance between MEC servers in Shanghai,
the transmission time per unit of task volume D between MEC
servers is mapping to the interval [0.1, 0.2]s [51]. Moreover,
the number of adjacent servers m satisfies 0 < m ≤ 3, where
m ∈ Z [24].

B. Benchmark Algorithms

To analyze the performance of the proposed SBOA in re-
ducing the average completion time of MEC servers, and its
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Fig. 2. Actual location distribution of MEC servers with different server scales.

adaptability to different scenarios, we introduce the following
four benchmark algorithms.

(i) LC (Local Computing): Each MEC server executes its tasks
locally without computation offloading.

(ii) PSOGA (Particle Swarm Optimization algorithm employ-
ing the update operators of Genetic Algorithm) [30]: It is a
centralized optimization algorithm inspired by bird predation
behavior and Darwinian evolutionary theory [52], [53]. PSOGA
constructs the computation offloading of MEC servers as a par-
ticle, and the approximate optimal solution of the optimization
problem can be obtained through particle search and muta-
tion [54]. The related parameters and particle update operations
are set based on [28]. The number of iterations and the population
size are set to 10000 and 1000, respectively.

(iii) IPA (Iterative Proximal Algorithm) [15]: It constructs
a perfect-information and non-cooperative game in multi-edge
environments, and iteratively solves the NE solution to obtain an
optimal computation offloading strategy among MEC servers.
When the difference between the results of the current iteration
and the results of the previous iteration is less than ε, the NE
point is considered to have been reached and the current solution
is taken as the best one for the game. According to [15], the
parameter ε is set to 0.1.

(iii) DRL (Deep Reinforcement Learning) [55]: It combines
deep neural networks with reinforcement learning technique,
which employs the DRL method based on DQN. We use {λi, si}
as the state space, and use Xi as the action space. Both the
target network and the policy network consist of 1 input layer,
2 hidden layers, and 1 output layer, where each hidden layer
has 128 hidden neurons. The learning rate is set to 0.001, the
discount factor is set to 0.99, the capacity of the replay buffer is
set to 100000, and the batch size is set to 32 [51].

C. RQ1: Convergence and Effectiveness

We try to verify the convergence of SBOA, thereby verifying
whether our proposed scheme can effectively converges to a
NE point. Fig. 3 displays the aggregation task arrival rate of
ei (i.e., si) versus the number of iterations of SBOA. Fig. 4
depicts the average completion time of ei (i.e., toffi ) versus

Fig. 3. Aggregation task arrival rate of ei versus the number of iterations of
SBOA.

Fig. 4. Average completion time of ei versus the number of iterations of
SBOA.

the number of iterations of SBOA. In these experiments, we
randomly selected 4 servers (i.e., e1, e4, e9, and e13) from 15
MEC servers to observe how the aggregation task arrival rate and
average completion time of ei change. In Fig. 3, the aggregation
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Fig. 5. Average completion time of system versus the number of iterations of
SBOA.

task arrival rate of e1 increases rapidly and then decreases. This is
because that e1 starts with a low-load state, and other servers will
choose to offload tasks to it for execution, resulting in overload
in e1 upfront. As the number of iterations increases, e1 reduces
its own load by offloading its arrival tasks to other low-load
adjacent servers. Correspondingly, the average completion time
of e1 increases rapidly and then decreases in Fig. 4. Both e4
and e13’s load decrease monotonically. They can obtain better
computation offloading strategies in each iteration, and offload
their tasks to suitable servers to reduce the average completion
time. e9’s load increase monotonically, which is in general the
target for other servers’ computation offloading in each iteration.
From Figs. 3 and 4, we can see that both the aggregation task
arrival rate and the average completion time of ei tend to be
stable after a limited number of iterations. Therefore, SBOA
can converge to a NE point in a finite number of iterations.
Specifically, both si and toffi,j reach a relatively stable state after
about 5 iterations, which indicates the high efficiency of SBOA.

Fig. 5 shows the average completion time of system versus
the number of iterations of SBOA. The average completion time
of system, toff , is defined as follows.

toff =

∑
ei∈E toffi

n
. (21)

Although the average completion time of ei does not always
decrease during computation offloading in Fig. 4, the average
completion time of system in Fig. 5 maintain a monotonically
decreasing trend. After the system reaches a steady state, the
average completion time of system drops by 35.3%, which indi-
cates that SBOA has good balancing performance for reducing
the computation pressure on high-load servers.

D. RQ2: Performance Evaluation and Comparisons

This work focuses on reducing the average completion time
of system, which maps to the average disutility of system Q.

Q =

∑
ei∈E Qi

n
. (22)

Fig. 6 displays the average disutility of system with different
service rates in various scenarios (i.e., small, medium, and large),
where the service rate fi follows different normal distributions
(i.e., N(15, 6), N(13, 5) and N(11, 4)). From the overview in
Fig. 6, we can obviously find that the average disutility of
system shows a monotonically increasing trend as the service
rate decreases. This is because that MEC servers have to handle
the same volume of tasks with reduced service rate as the fi
decreases, leading to a consequent rise in the average completion
time of system. LC’s performance is worst in all three scenarios.
LC executes tasks locally without computation offloading, hence
there is no synergistic computation offloading among MEC
servers with LC.

Fig. 6(a) displays the average disutility of system with dif-
ferent service rates for the small-scale scenario. PSOGA has
the best performance, which is mainly due to its global search
nature, resulting in finding optimal solutions in the small-scale
scenario. The maximum performance gap between SBOA and
PSOGA is 3.7% and the average gap is only 1.6%. Compared
with LC, IPA, and DRL, SBOA reduces the average disutility of
system by 27.4%, 3.3%, and 4.2%, respectively. In Fig. 6(b), the
performance gap between SBOA and PSOGA is−1.6%−4.0%
and the average gap is also 1.6%. As the solution space in-
creases, PSOGA cannot achieve the optimal performance within
a limited number of iterations. SBOA decreases the average
disutility of system by 14.7% compared with IPA. The main
reason for the large performance gap between IPA and SBOA
is that IPA makes offloading decisions with perfect information,
which increases the algorithm’s decision space with more MEC
servers, leading to falling into poorer local optimal solutions
with a high probability. Fig. 6(c) displays the average disutility
of system with different service rates for the large-scale scenario.
SBOA has the best performance, which is 1.1%-7.1% better
than that of PSOGA. PSOGA’s performance is worse for the
large-scale scenario. This is because that the crossover and
mutation operations for update hardly improve particle qual-
ity for large-scale solution space. In summary, SBOA slightly
underperforms PSOGA with a small number of MEC servers.
However, as the number of servers increases, the performance
of PSOGA gradually decreases, while SBOA is able to show su-
perior performance. Notably, SBOA’s stability and effectiveness
are significantly better than that of IPA, DRL, and LC in either
scenario.

Fig. 7 exhibits the average disutility of system with different
task arrival rates in various scenarios (i.e., small, medium, and
large), where the task arrival rate λi follows different normal
distributions (i.e., N(10, 4), N(8, 3) and N(6, 2)). The average
disutility of system monotonously declines as the task arrival
rate λi decreases. This is because that MEC servers only have
to handle a smaller number of tasks with the same service rate
fi, resulting in a consequent decline for the average completion
time of system.

Fig. 7(a) exhibits the average disutility of system with differ-
ent task arrival rates for the small-scale scenario. PSOGA per-
forms better than other algorithms, but the average performance
gap between SBOA and PSOGA is only 0.5%. In Fig. 7(c),
SBOA has the best performance, which is 2.2%, 2.8%, 3.7%,
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Fig. 6. Average disutility of system with different service rates in various scenarios.

Fig. 7. Average disutility of system with different task arrival rates in various scenarios.

TABLE III
EXECUTION TIME COMPARISON WITH DIFFERENT SERVER SCALES (S)

and 10.0%, on average better than that of PSOGA, IPA, DRL,
and LC, respectively.

Figs. 6 and 7 display that the performance of SBOA is better
than that of DRL in all scenarios. This is because DRL relies
on formed strategies during training and historical data, and
generates results through prediction methods. In contrast, the
proposed SBOA uses convex optimization methods to directly
generate the optimal offloading vector for each server through
mathematically precise calculations. SBOA does not rely on
prediction methods but convex optimization theory, ensuring
that a better solution can be found compared with DRL.

Table III displays the execution time comparison of different
algorithms (i.e., SBOA, PSOGA, IPA, and DRL) for finding
the optimal balancing offloading solution with different server

scales (i.e., small, medium, and large). The experimental setup
is the same as in Section VI-A. For the small-scale scenario, the
execution time of SBOA, IPA, and DRL is 1.20 s, 1.31 s, and
0.90 s, respectively, and those algorithms can satisfy the system
management. PSOGA’s execution time is 348.2 s, which makes
it difficult to adapt to the multi-edge environments with dynam-
ically changing load. As the number of MEC servers increases
to 30 and 45, the execution time of IPA increases to 3.87 s and
7.10 s, respectively. In contrast, the execution time of SBOA only
increases to 1.37 s and 1.68 s, which does not increase abruptly
with the number of servers. This is because IPA takes more time
to make offloading decisions when faced with a larger solution
space with perfect information (i.e., all servers’ information),
whereas SBOA can quickly make offloading decisions when
faced with a small solution space with imperfect information
(i.e., adjacent servers’ information). Therefore, SBOA can ef-
fectively deal with large-scale scenarios. The execution time of
DRL is slightly better than that of SBOA, with 0.98 s and 1.21 s
in medium-scale and large-scale scenarios, respectively. DRL,
like SBOA, also generates computation offloading schemes
with imperfect information through distributed decision-making
manner. It trains models on historical data and obtains results
quickly through prediction methods. Table III shows that the
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Fig. 8. Algorithms’ performance with different volumes of arriving tasks.

execution time of DRL is better than that of SBOA in three
scenarios, but they are of the same order of magnitude.

E. RQ3: Impact of Task Volume

To test the effects of different volumes of arriving tasks on the
performance of SBOA, we conduct the following experiments in
the medium-scale scenario. The 30 MEC servers are categorized
into 2 groups: one with high task volume, and the other with low
task volume. The task arrival rate λi for the high-load servers fol-
lows the normal distribution N(14, 4), and the low-load servers
follows the normal distribution N(5, 4). To demonstrate the
superiority of the computation offloading method, we introduce
the optimization rate (i.e., rQ) as an evaluation metric.

rQ(M) =
Q(LC)−Q(M)

Q(LC)
, (23)

where LC is one of the benchmark algorithms discussed in
Section VI-B, M is one of the algorithms (i.e., PSOGA, IPA,
DRL, and SBOA) except LC, and Q(M) corresponds to the
average disutility of system with the corresponding algorithm
M .

Fig. 8 displays the algorithms’ performance with different
volumes of arriving tasks. There are 5 groups of experiments,
where the percentage of high-load servers is {20%, 30%, 40%,
50%, 60%}, and the rest are low-load servers. When the percent-
age of high-load servers is 20%, the optimization rate of SBOA,
rQ(SBOA), is lower (i.e., only 23.2%). This is because there
are fewer tasks with high response time that can be optimized
by computation offloading when the percentage of high-load
servers is less. When the percentage of high-load servers in-
creases to 30%, 40%, and 50%, the rQ(SBOA) gradually in-
creases to 28.7%, 29.5%, and 31.4%, respectively. The reason
for this is that as the number of high-load server increases, the
number of high responsive task to be optimized also increases,
and the optimization rate is improved by offloading these tasks
to other idle servers. When the percentage of high-load servers
is 60%, the rQ(SBOA) slightly decreases to 30.3%. This is

because although there are more optimizable tasks, there is a
lack of enough idle servers to offload these tasks to limit the
optimization rate. Note that the optimization rate of SBOA
is better than that of other algorithms when the percentage
of high-load servers is more than 50%. SBOA and PSOGA
outperform each other in the medium-scale scenario, which is
demonstrated in RQ2. As the percentage of high-load servers
rises and the number of optimizable tasks increases, PSOGA
face greater challenges in finding the ideal balancing offloading
solution. In contrast, SBOA shows more adaptability in these
complex scenarios, and therefore obtains better performance.
Overall, the average rQ(SBOA) in these scenarios is 28.6%,
which indicates that SBOA can maintain better performance of
computation offloading with different volumes of arriving tasks.

VII. CONCLUSION AND THE FUTURE WORK

This paper has proposed a Synergistic Balancing Offloading
Algorithm (SBOA) through distributed decision-making manner
to obtain the optimal offloading strategy in multi-edge envi-
ronments. The synergistic computation offloading among MEC
servers is modeled as a non-cooperative game with imperfect
information. Furthermore, the game is mathematically analyzed
to prove that there is a Nash Equilibrium (NE) point. Simulation
results show that SBOA has good balancing performance for
reducing the computation pressure on high-load servers, and
its stability and effectiveness are significantly better than that
of IPA, DRL, and LC in either scenario. Particularly, SBOA
can effectively reduce the system completion time in large-scale
scenarios.

Our future work will handle the computation offloading for
dependent tasks in multi-edge environments. Simultaneously,
we will further consider the energy consumption of MDs, and
try to maximize their energy efficiency.
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